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INTRODUCTION

Recent research has highlighted the profound 
impact of plastic waste on marine pollution. This 
pollution is primarily caused by various types of 
plastic waste that are littered on land and can ei-
ther float or sink into different layers of the ocean. 
These plastics pose a direct threat to marine life 
through ingestion or entanglement, resulting in 
metabolic disruption and, in severe cases, mortal-
ity in aquatic species (Anjana et al., 2020; Li et al., 
2016). The impacts extend beyond aquatic eco-
systems to humans and coastal economies (Alabi 
et al., 2019). Seafood consumers may be exposed 
to marine plastic pollution as small plastic par-
ticles find their way into the organs of marine or-
ganisms. Several efforts are underway to quantify 
floating marine plastics in the marine epipelagic 
layers, where organisms surface to obtain oxygen 
and sunlight (Markic et al., 2020). Quantifying 

floating marine debris is achieved through current 
monitoring methods that use tools such as manta 
trawls and marine vehicles such as interceptors 
that operate in open waterways to collect surface 
plastics. However, these strategies face chal-
lenges due to their labor-intensive nature, high 
cost, and potential harm to marine life (Belioka et 
al., 2023). To address these challenges, remotely 
operated vehicles (ROVs) can withstand harsh 
ocean conditions, making them suitable replace-
ments for manual underwater visual inspections. 
Leveraging the advancements in computer vision 
technology, ROVs are now equipped to detect 
objects underwater, as demonstrated in (Krause 
et al., 2020; Nava et al., 2023). This technology 
aids ROVs in various tasks, including the detec-
tion and inspection of plastic debris, tracking its 
movement, scene reconstruction, and other relat-
ed activities (McLean et al., 2020; Corrigan et al., 
2023; Aguirre-Castro et al., 2019; K Jothikrishna 
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et al., 2023). Conventional techniques for detect-
ing plastic debris in environments have tradition-
ally relied on edge information extracted from 
images. However, these methods frequently en-
counter diminished accuracy due to adverse un-
derwater conditions. Recent advancements have 
led to a deeper exploration of convolutional neu-
ral networks (CNNs) as a superior approach for 
enhancing the detection of plastic debris in ma-
rine environments (Khriss et al., 2024).

However, detecting both floating and under-
water debris poses distinct challenges. For floating 
debris detection, issues include detecting small 
objects with indistinct features and weather con-
ditions affecting detection accuracy (Zhang et al., 
2024; Qiao et al., 2022). In contrast, underwater 
debris detection faces challenges, such as water 
clarity, depth, and light availability, influencing 
factors like water turbidity, complex background 
conditions, and lighting variations. These factors 
contribute to noise, texture distortion, uneven il-
lumination, low contrast, and limited visibility in 
underwater images (Jesus et al., 2022). For further 
details on these challenges, readers may refer to 
studies (Lavers et al., 2016; Khriss et al., 2024).

Several studies have investigated the effec-
tiveness of different deep learning models and 
datasets in detecting and classifying marine de-
bris, particularly plastic waste, in various oceanic 
environments. Many research efforts have aimed 
to improve the identification of marine debris and 
litter in underwater habitats using a variety of 
deep learning models and datasets. (Watanabe et 
al., 2019) used YOLOv3 to enhance garbage de-
tection and identify debris floating on the ocean 
surface. Their work achieved accuracies of 69.6% 
and 77.2% in detecting undersea life and marine 
debris, respectively. Notably, their study shifted 
the focus of marine debris detection from the 
ocean surface to the deep ocean, broadening the 
scope of detection efforts. In Fulton et al. (2019), 
the performance of different object detection 
models, namely YOLOv2, Tiny-YOLO, Faster 
R-CNN, and SSD, was evaluated using the J-EDI 
dataset to detect marine debris. The assessment 
was based on mAP and Average Intersection over 
Union (Avg. IoU) scores. YOLOv2 achieved an 
mAP of 47.9% and an Avg. IoU of 54.7%, while 
Tiny-YOLO scored 31.6% in mAP and 49.8% in 
Avg. IoU. Faster R-CNN displayed superior per-
formance with an mAP of 81.0% and an Avg. IoU 
of 60.6%. SSD attained an mAP of 67.4% with an 
Avg. IoU of 53.0%. (Tata et al., 2021) evaluated 

the effectiveness of YOLOv4-Tiny and YOLOv5-
S on the Deep-Trash and JAMSTEC JEDI datas-
ets. They demonstrated high precision and accura-
cy in identifying marine plastic debris, achieving a 
mAP of 85%. Their study highlighted the model’s 
capability to distinguish plastic from non-plastic 
objects with similar appearances. (Aleem et al., 
2022) investigated augmentation and preprocess-
ing methods, resulting in similar accuracies in the 
latest experiments. Using the forward looking 
sonar image (FLS) Marine Debris Dataset, they 
implemented image preprocessing techniques, 
including median and CLAHE filters. Employing 
Faster R-CNN with VGG16 and ResNet architec-
tures, they attained overall accuracies of 93% and 
91%, respectively. These findings underscore the 
significance of augmentation and preprocessing 
approaches in achieving comparable accuracies. 
Another study in the paper (M Bhanumathi et al., 
2022) investigated the performance of the YO-
LOv4 and YOLOv5 algorithms for detecting ma-
rine plastics in epipelagic water layers. Scrapped 
dataset images from the internet were employed 
for evaluation, with YOLOv5-S exhibiting signifi-
cantly higher precision, mAP, F1-score, and infer-
ence speed than YOLOv4. The algorithm achieved 
an impressive 85% mAP for image inputs. (Singh 
et al., 2023) used diverse open-source datasets and 
videos representing various ocean environments 
from different countries. Their study compared the 
performance of YOLOv7, YOLOv5s, YOLOv6s, 
Faster R-CNN, and Mask R-CNN. YOLOv7 and 
YOLOv5s demonstrated superior performance 
with mAP scores of 96% and precision-recall 
scores of 96–93%, respectively, highlighting their 
effectiveness in marine debris detection tasks.

While these studies have made significant 
strides in leveraging deep learning models to de-
tect plastic debris in underwater environments, 
several critical gaps in the current research land-
scape have emerged. Firstly, the absence of stan-
dardized benchmarking protocols and datasets 
poses a significant challenge in accurately assess-
ing and comparing the performance of different 
detection models. Without a consistent bench-
marking framework, it becomes difficult to dis-
cern the relative strengths and weaknesses of var-
ious approaches, hindering the progress towards 
more effective detection methodologies. Second-
ly, while some studies have conducted compara-
tive analyses of different deep learning architec-
tures on specific datasets, there remains a notable 
dearth of research comparing the performance of 
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these architectures across diverse datasets. Such 
comparative analyses are essential for under-
standing the generalizability and robustness of 
detection models under varying environmental 
conditions. The performance of several state-of-
the-art models was comprehensively assessed, 
including the YOLO variants incorporating the 
latest advancements such as YOLOv8 (Glenn et 
al., 2023) and YOLOv9 (Wang et al., 2024) ar-
chitecture, alongside Faster RCNN (Ren et al., 
2015) and single-shot detector (SSD) (Liu et al., 
2016) object detection. The selection of models 
is based on several considerations. These include 
the proven performance of the models in object 
detection tasks, their established reputation with-
in the computer vision community, their use of 
different methodologies, the inclusion of recent 
versions to show progress, and their encouraging 
results in similar tasks. The evaluation was con-
ducted using two distinct datasets: the Trashcan 
Dataset (Hong et al., 2020) and the DeepTrash 
Dataset (JAMSTEC 2012). By leveraging these 
datasets, which offer diverse underwater environ-
ments and debris scenarios, the authors aimed 
to provide a thorough comparison of the detec-
tion capabilities of different models under vary-
ing conditions. Through meticulous analysis and 
evaluation, the conducted study sought to identify 
the most effective models for underwater debris 
detection, thus contributing to the advancement 
of solutions for preserving marine ecosystems.

The rest of the paper is structured as fol-
lows. The materials and methods section outlines 
the dataset characteristics, deep learning models 
employed, experimental procedures, and evalu-
ation metrics. In Results, findings are presented 
alongside visual aids and compared with existing 
methods. Discussion interprets results in the con-
text of plastic debris detection, acknowledging 
study limitations and suggesting future research 
directions. Finally, conclusion summarizes key 
findings and highlights the contribution of the pa-
per and future work directions for environmental 
monitoring and deep learning.

MATERIALS AND METHODS

This section, presenting the methodology set 
up and elaboration on trained deep learning mod-
els, begins with the selection of YOLOv8, YO-
LOv9, Faster R-CNN, and SSD methods. These 
approaches were chosen for their established 

track record of achieving remarkable perfor-
mance in object detection tasks across various 
domains (Tan et al., 2021). Each method brings 
unique strengths to the table, including real-
time processing capabilities and high precision 
in detecting objects of diverse shapes and sizes. 
By employing these methodologies, the authors 
aimed to provide a comprehensive evaluation of 
their effectiveness in detecting and locating ma-
rine debris and other underwater objects, thereby 
contributing to the advancement of environmen-
tal monitoring and intervention strategies.

Network architecture

Faster R-CNN

The Faster Region-based Convolutional Neu-
ral Network (Faster R-CNN) architecture repre-
sents a significant advancement in object detec-
tion, and operates through a multi-stage pipeline, 
Figure 1 with remarkable accuracy. Faster R-
CNN introduces the concept of region proposals, 
which are candidate bounding boxes generated by 
a selective search algorithm or similar methods. 
The faster R-CNN pipeline consists of the follow-
ing key steps:
	• region proposal – initially, the input image un-

dergoes a selective search algorithm to propose 
a set of region proposals, which are potential 
bounding boxes containing objects. These pro-
posals are typically generated based on various 
cues such as color, texture, size, and shape;

	• feature extraction – each region proposal is then 
warped to a fixed size and fed into a pre-trained 
CNN, such as VGG, ResNet, or AlexNet, to ex-
tract feature representations. This step results in a 
feature vector for each region proposal;

	• classification and localization – the feature 
vectors are used to classify the content of 
each proposed region and refine their bound-
ing box coordinates. This is achieved through 
additional layers in the network, often involv-
ing separate branches for classification and 
bounding box regression;

	• non-maximum suppression (NMS) – to address 
redundancy among region proposals, a non-max-
imum suppression algorithm is applied. This step 
filters out highly overlapping bounding boxes, re-
taining only the most confident detections;

	• The loss function combines classification 
loss and bounding box regression loss. Rep-
resented as:
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	 (1)

where:	 Lcls is the classification loss, which mea-
sures the discrepancy between the pre-
dicted class probabilities and the ground 
truth class labels; Lreg is the bounding box 
regression loss, which measures the differ-
ence between the predicted bounding box 
coordinates and the ground truth bounding 
box coordinates; λcls, λreg are hyperparam-
eters used to balance the influence of the 
classification and regression terms.

YOLO

Unlike traditional methods that rely on 
multi-stage pipelines, YOLO adopts an innova-
tive one-stage approach, revolutionizing object 
detection by conducting it in a single forward 
pass through the network. This eliminates the 
need for computationally intensive region pro-
posal techniques and post-processing steps, 
resulting in faster inference speeds. Real-time 
detection is made possible with a single pass 
through the network, as depicted in Figure 2. By 
employing a unified CNN, this architecture di-
rectly predicts bounding boxes and class proba-
bilities from the entire image, thereby simplify-
ing the detection process. To calculate the loss 
function, several components are considered, 
encompassing object localization, objectness 
score, and class prediction. The total loss is a 
combination of these components, where each 
term contributes to the overall optimization ob-
jective of the YOLO model.
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where: S represents the number of grid cells; B 
represents the number of bounding boxes 
per grid cell; λcoord, λobj, λnoobj are constants 
used to balance the influence of the differ-
ent components of the loss function.

These terms collectively contribute to the loss 
function, guiding the optimization process during 
training to improve object detection performance.

SSD

The SSD is another pioneering architecture in 
object detection, offering a unique blend of accu-
racy and speed. Unlike conventional methods re-
lying on intricate multi-stage pipelines, SSD sim-
plifies the process by integrating object detection 
into a single neural network, similarly to YOLO, 
as shown in Figure 2. However, SSD introduces 
a different approach to achieving real-time infer-
ence speeds while maintaining high detection ac-
curacy. In SSD, the detection process involves the 
simultaneous prediction of bounding boxes and 
class probabilities at multiple scales within the 
network. This is achieved by incorporating mul-
tiple convolutional layers with different aspect ra-
tios and sizes, allowing the model to effectively 
detect objects of varying scales and aspect ratios. 
To effectively train the SSD model, a carefully de-
signed loss function is used to optimize the net-
work parameters. The loss function consists of 
several components, each contributing to accu-
rately localizing and classifying objects in images.
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	 (3)

where:	Lloc represents the localization loss, which 
measures the discrepancy between the 
predicted bounding box coordinates and 
the ground truth bounding box coordi-
nates; Lconf represents the confidence loss, 
which quantifies the accuracy of object-
ness scores and class predictions; N 

Figure 1. Two stage detector
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denotes the total number of matched de-
fault boxes across all training samples.

The localization loss Lloc is calculated us-
ing smooth loss, ensuring robustness to outliers 
and preventing exploding gradients during train-
ing. On the other hand, the confidence loss Lconf 
is computed using a softmax function over class 
scores, penalizing misclassifications and encour-
aging accurate object predictions.

Dataset

The evaluation of the considered models was 
conducted using two distinct datasets: the TrashCAN 
dataset (Hong et al,. 2020) and the DeepTrash datas-
et (JAMSTEC 2012). The TrashCAN dataset served 
as the primary training source, consisting of 7212 an-
notated images portraying underwater debris, ROVs, 
and marine life. These images were meticulously an-
notated with bitmaps, for instance, segmentation and 
bounding boxes, sourced primarily from the JAM-
STEC E-Library of Deep Sea Images (J-EDI) data-
set, curated by the Japan Agency of Marine-Earth 
Science and Technology, Figure 3 depicts a sample 
from the TrashCAN dataset.

In contrast, the DeepTrash dataset was curated 
from field videos capturing marine plastic across 
various locations in California, including South Lake 
Tahoe, Bodega Bay, and San Francisco Bay. This 
dataset reflects the diverse challenges encountered 
in real-world marine environments, with variations 

in quality, depth, and visibility deliberately included 
to emulate harsh conditions, Figure 4 showcases 
samples from the DeepTrash dataset. The datasets 
introduced specific difficulties, including low vis-
ibility, visual noise, and objects of different forms. 
These challenges underscored the importance of 
robust models capable of handling diverse environ-
mental conditions and object detection scenarios in 
the context of marine plastic detection.

Experimental setup

In the adopted experimental configuration, the 
NVIDIA Tesla T4 graphics card paired with the 
NVIDIA driver version 525.105.17 was used, which 
ensures seamless compatibility with CUDA version 
12.0. This choice was made to take advantage of the 
powerful computing capabilities of the Tesla T4, 
which is known for its ability to efficiently handle 
large datasets due to its substantial GPU memory of 
15360 MiB. For hyperparameters, the Adam opti-
mizer with a learning rate set to 0.001 and a batch 
size of 16 was used. Furthermore, the input images 
were standardized to a resolution of 640× 640 to 
maintain consistency across experiments and to en-
sure compatibility with the architecture.

Evaluation metrics

In evaluating the effectiveness of the model 
enhancements, a set of evaluation metrics was 
used to measure the performance of the model 

Figure 2. One stage detector

Figure 3. Samples from TrashCAN dataset
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across several critical parameters. These metrics 
were selected to provide a comprehensive under-
standing of the detection accuracy, false alarm 
rates, and overall effectiveness of the model in 
capturing relevant information while minimizing 
exposure to irrelevant or erroneous data. Among 
the metrics used, precision, recall, F1 score, and 
mean average precision (mAP) emerged as cen-
tral components of the evaluation framework.
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RESULTS

Quantitative analysis

Table 1 presents a comparative evalua-
tion of models across the two distinct datasets: 

TrashCAN and DeepTrash. YOLOv9 consis-
tently demonstrates superior performance across 
both datasets, excelling in various metrics. In the 
TrashCAN dataset, YOLOv9 achieves the highest 
precision at 87.81% and the best recall at 85%. 
Additionally, it outperforms other models in mAP 
at IoU thresholds of both 0.5 90.13% and 0.95 
70.22%. Similarly, on the DeepTrash dataset, YO-
LOv9 maintains its dominance with a precision of 
77.76% and the highest recall at 82.14%. It also 
exhibits exceptional performance in mAP at both 
IoU thresholds of 0.5 85.33% and 0.95 72.48%. 
These results underscore the effectiveness and 
robustness of YOLOv9 in object detection tasks 
across diverse datasets, consistently surpassing its 
predecessors, such as YOLOv8, as well as com-
peting models like Faster RCNN and SSD.

In addition, Tables 2 and 3 provide a granu-
lar analysis focused on the TrashCAN and Deep-
Trash datasets, presenting performance metrics 
for each object class. These detailed insights 
demonstrate the consistency and robustness of 
YOLOv9 across a wide range of object classes, 
reinforcing its position as the leading solution for 

Figure 4. Samples from DeepTrash dataset

Table 1. Evaluating the accuracy of the model
Dataset Model Precision (%) Recall (%) mAP0.5 (%) mAP0.95 (%)

Trash CAN dataset

Faster RCNN 86.9 84.52 88.88 69

SSD 86.55 84 87.37 68.4

YOLOv8 87.09 84.55 89 70.1

YOLOv9 87.81 85 90.13 70.22

Deep trash dataset

Faster RCNN 75.85 79.77 84.23 69

SSD 74.59 79.28 84.44 68.57

YOLOv8 77.15 81.9 85.28 71.9

YOLOv9 77.76 82.14 85.33 72.48
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Table 2. Model performance in marine object detection using the DeepTrash samples
Model Class Instances Precision (%) Recall (%) mAP0.5 (%) mAP0.95 (%)

YOLOv9

All 2041 86.1 81.9 83.4 65.5

Plastic 1215 91.4 98.4 99.0 78.9

Animal and plant 824 88.3 97.2 98.1 85.7

Shipwrecks 2 78.5 50 53.2 31.8

YOLOv8

All 2041 77.69 80.8 85.3 63

Plastic 1215 90.54 95.1 98 76.2

Animal and plant 824 85.45 96 97 83.5

Shipwrecks 2 76.28 50 51.5 28.6

Faster R-CNN

All 2041 77.3 78.29 84.96 63.1

Plastic 1215 90.2 94.6 97.35 76

Animal and plant 824 84.88 95 96.1 82.25

Shipwrecks 2 75.8 46.55 49.8 28.18

SSD

All 2041 82.6 79.9 80.3 60.93

Plastic 1215 88.4 96.5 96 77.12

Animal and plant 824 86.3 95.8 96 76.7

Shipwrecks 2 77.8 47.58 50.2 30.8

Table 3. Performance metrics for each class in object selection using YOLOv9 on the TrashCAN dataset
Class Instances Precision (%) Recall (%) mAP0.5 (%) mAP0.95 (%)

All 2426 87.8 85.0 90.2 70.3

Animal_crab 83 83.2 66.3 78.0 49.3

Animal_eel 59 86.1 66.1 83.9 54.2

Animal_etc 46 89.1 71.1 86.3 57.3

Animal_fish 149 85.4 80.5 89.2 67.1

Animal_shells 60 78.5 60.8 71.4 44.7

Animal_starfish 59 76.7 88.1 81.9 48.5

Plant 94 91.9 85.1 87.6 58.0

Rov 700 90.2 86.8 94.9 83.4

Trash_bag 174 90.4 85.1 87.6 58.0

Trash_bottle 29 87.5 96.9 96.2 84.2

Trash_branch 70 86.6 92.4 97.2 78.5

Trash_clothing 15 89.6 93.3 92.6 88.6

Trash_container 106 93.0 87.7 94.7 75.3

Trash_cup 17 99.3 100.0 99.5 77.3

Trash_net 23 84.7 78.3 91.4 67.8

Trash_pipe 28 88.5 96.4 96.8 84.4

Trash_rope 16 74.9 93.4 83.1 64.9

Trash_snack_
wrapper 14 95.4 92.9 93.1 83.2

Trash_tarp 24 95.6 83.3 95.5 85.0

Trash_unknown_
instance 550 88.5 82.2 89.4 65.3

Trash_wreckage 27 88.5 85.9 91.9 82.5

Trash_can 83 87.6 90.4 95.6 74.7
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marine debris detection. In contrast, Table 2 pro-
vides a comprehensive comparison of the models. 
YOLOv9 emerges as the best performer, consis-
tently demonstrating the highest precision, recall, 
and mAP at both 0.5 and 0.95 Intersection over 
Union (IoU) thresholds across all classes and 
overall metrics. In particular, YOLOv9 achieves 
remarkable precision and recall rates, particu-
larly excelling at detecting plastic objects with a 
precision of 91.4% and a recall of 98.4%. YO-
LOv8 follows closely behind YOLOv9, showing 
competitive results but with slightly lower per-
formance metrics in most classes. The faster R-
CNN and SSD, while still delivering respectable 
performance, lag behind YOLOv9 and YOLOv8 
in precision, recall, and mAP scores. All models 
struggle to achieve high precision and recall for 
the Shipwrecks class, indicating a common chal-
lenge in detecting objects within this category. 
Overall, the results underscore the effectiveness 
of YOLOv9 in object detection tasks, particularly 
in scenarios involving multiple classes, and high-
light its robustness and reliability across different 
detection challenges.

Table 3 provides a comprehensive break-
down of the performance metrics for individ-
ual object classes within the TrashCAN data-
set when using the YOLOv9 object recognition 
model. Each row in the table corresponds to a 
specific object class and details the number of 
instances present and the Precision, Recall, and 
mAP scores at IoU thresholds of 0.5 and 0.95. 
Notably, the model demonstrates strong over-
all performance across all classes, achieving an 
aggregate precision of 87.8%, recall of 85.0%, 
mAP0.5 of 90.2%, and mAP0.95 of 70.3%. 
Analysis of specific classes reveals variations in 
detection accuracy, with some classes, such as 
“trash cup” and “trash bottle”, exhibiting higher 
precision and recall scores, while others, such 
as “animal crab” and “animal shells”, exhibit 
comparatively lower scores. In addition, the 
table highlights class imbalances, with certain 
classes having significantly more instances than 

others, potentially impacting overall model per-
formance. The mAP scores provide further in-
sight into the ability of the model to accurately 
localize objects across different IoU thresholds, 
indicating its effectiveness in detecting marine 
debris and other objects within the TrashCAN 
dataset. In further detail, Figure 6 shows sample 
results of the object detection process, provid-
ing a visual representation of the performance of 
the model in identifying marine debris and other 
objects within the TrashCAN dataset.

Model complexity and the stability

The effectiveness of object detection models 
depends not only on their accuracy and speed, 
but also on their stability throughout training. 
In this section, the performance and stability 
of various object detection models were exam-
ined to understand their convergence behavior 
and adaptability. By analyzing the loss func-
tion curves, the authors aimed to identify the 
strengths and weaknesses of each model in 
handling marine object detection tasks. In Fig-
ure 5, the performance and stability of the train-
ing models are compared. YOLOv9 stands out 
due to its groundbreaking features including 
programmable gradient information (PGI) and 
generalized efficient layer aggregation network 
(GELAN). This model demonstrates remarkable 
accuracy and speed in object detection tasks. 
Most significantly, its stability is exceptional, 
as evidenced by a smooth loss function curve, 
suggesting efficient convergence and adaptabil-
ity during training. In contrast, YOLOv8 shows 
moderate stability compared to YOLOv9. Its 
loss function curve indicates challenges in con-
vergence, suggesting potential difficulties in ef-
fectively training and adapting the model. The 
faster R-CNN, leveraging a region proposal net-
work (RPN), represents another advancement in 
object detection. However, it shows lower sta-
bility compared to both YOLOv9 and YOLOv8, 
as evidenced by a fluctuating loss function 

Table 4. Performance metrics for each class in object setection using YOLOv9 on the DeepTrash dataset
Class Instances Precision (%) Recall (%) mAP0.5 (%) mAP0.95 (%)

All 2041 86.1 81.9 83.4 65.5

Plastic 1215 91.4 98.4 99.0 78.9

Animal and plant 824 88.3 97.2 98.1 85.7

Shipwrecks 2 78.5 50.0 53.2 31.8
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curve. This variability suggests less consistent 
convergence during training. Lastly, the SSD 
demonstrates the lowest stability among the 
models analyzed. Its erratic loss function curve 
and limitations in adaptability indicate notable 
challenges, which could affect its reliability and 
performance in marine object detection tasks.

DISCUSSION

The quantitative analysis provided valuable 
insights into the performance of different object 
detection models, highlighting their effectiveness 
in detecting marine debris across different datas-
ets. To build on these findings, it is important to 

Figure 5. Training stability

Figure 6. Results obtained from employing YOLOv9 on the TrashCAN dataset samples
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explore potential implications and directions for 
further research and development in this area, 
including the challenges posed by noisy scenes 
in marine environments. First, the comparison 
of object detection models across the Trash-
CAN and DeepTrash datasets revealed a consis-
tent superiority of YOLOv9 over other models 
such as Faster RCNN and SSD. This advantage 
underscores the effectiveness and robustness of 
YOLOv9 for marine debris detection and posi-
tions it as a leading solution for environmental 
monitoring efforts. Delving deeper into the per-
formance metrics for individual object classes 
within these datasets, variations in detection ac-
curacy were observed across categories. While 
YOLOv9 demonstrated strong overall perfor-
mance, challenges remained in accurately de-
tecting less common objects, such as “animal 
crabs” and “shipwrecks”. This highlights the 
need for further optimization in the detection 
of rare and less common debris objects. In ad-
dition, analysis of model complexity and sta-
bility underscored the importance of efficient 
convergence and adaptability during training. 
The remarkable stability of YOLOv9, attributed 
to features such as PGI and GELAN, enhances 
its reliability in practical scenarios. However, 
other models such as YOLOv8, Faster RCNN, 
and SSD exhibited varying degrees of stability, 
suggesting potential implications for their real-
world performance and usability. Further explo-
ration of marine debris detection in noisy scenes 
is a promising area for future research. Noisy 
scenes, characterized by cluttered backgrounds 
and varying environmental conditions, pose sig-
nificant challenges for accurate object detection. 
Innovative approaches, such as data augmenta-
tion, sensor fusion, and domain-specific knowl-
edge integration offer opportunities to improve 
the robustness and adaptability of object detec-
tion models in noisy marine environments.

CONCLUSIONS

In conclusion, the comprehensive analysis 
of object detection models for marine debris 
detection provides valuable insights into their 
performance, stability, and potential for real-
world applications. The superiority of YOLOv9 
over other models, such as faster RCNN and 
SSD, across different datasets underscores its 
effectiveness and robustness in environmental 

monitoring efforts. While YOLOv9 demon-
strates strong overall performance, challenges 
in accurately detecting less common debris 
objects still remain, highlighting the need for 
further optimization and refinement of object 
detection algorithms. In addition, analysis of 
model stability underscores the importance of 
efficient convergence and adaptability during 
training, with YOLOv9 exhibiting remarkable 
stability due to its innovative features. Looking 
forward, further exploration of marine debris 
detection in noisy scenes represents a promis-
ing avenue for future research. Innovative ap-
proaches, including data augmentation, sen-
sor fusion, and integration of domain-specific 
knowledge, offer opportunities to improve the 
robustness and adaptability of object detection 
models in challenging marine environments.
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